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Abstract. Programmable Network Interface Cards (SmartNICs) have gained in-
creasing momentum due to their flexibility to offload complex networking tasks
from the host CPU to a programmable hardware architecture. Despite the per-
formance gains (e.g., lower latency), programming, debugging, and operating
SmartNICs pose challenges due to diverse hardware architectures (e.g., System-
on-Chip, FPGA, and ASIC), various programming languages, and operation
modes. This tutorial aims to shed light on the design principles and opera-
tion of modern SmartNICs, covering hardware architectures, programming soft-
ware ecosystem, performance capabilities and open research challenges in this
evolving domain, The tutorial concludes with a hands-on experience involving
cutting-edge SmartNICs such as Nvidia BlueField, Xilinx Alveo, and Netronome
NFP.
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2. General data

2.1. Main goal
The ability to program the network data plane has reshaped the network operations and
management landscape, opening up a multitude of opportunities for delivering custom-
made networking solutions [Kianpisheh and Taleb 2023]. By running home-brewed net-
working solutions within network programmable devices, network operators and practi-
tioners have an opportunity to close the control-management loop and make per-packet
forwarding decisions at line rate, on the order of nanoseconds. Recently, there has been



an increasing interest from both academic and industrial sectors towards programmable
NICs (Network Interface Cards), commonly referred to as SmartNICs. These devices
are gaining attention due to their ability to efficiently offload a wide range of intricate
networking tasks, as well as tasks unrelated to networking, offering enhanced flexibil-
ity in the process. Examples include in-network caching [He et al. 2023] and in-network
machine learning [Swamy et al. 2022] – just to name few examples. Nevertheless, pro-
gramming, debugging, and operating SmartNICs remain challenging. This difficulty pri-
marily stems from the diverse hardware architectures they rely on, such as System-on-
Chip, FPGA, and ASIC, coupled with varying programming languages and operation
modes [Kianpisheh and Taleb 2023]. To shed light on the design of emerging in-network
solutions, this tutorial aims to introduce essential principles related to the design and op-
eration of state-of-the-art SmartNICs. We aim to cover and discuss different hardware
architectures, and the available programming software ecosystem. We will dive into the
performance limitations of existing SmartNICs, and discuss tailored networking applica-
tions for them. In the end, we will conduct a hands-on experience with state-of-the-art
SmartNICs (Nvidia BlueField, Xilinx Alveo, and Netronome NFP).

2.2. Target audience profile
This tutorial is aimed at undergraduate and postgraduate students, spanning master’s and
doctoral levels, as well as professionals with a keen interest in programmable networks.
Prerequisite knowledge includes a solid understanding of computer network concepts and
basic programming.

3. Tutorial structure
This tutorial will be organized according to the sections below:

1. Introduction and Motivation (3 pages)
2. Fundamentals of SmartNICs (10 pages)
3. Software Ecosystem (4 pages)
4. Performance Benchmarking (4 pages)
5. Commercial Products & Market Perspectives (2 pages)
6. Deep Diving into Real SmartNIC Usecases: a hands-on approach (15 pages)
7. Challenges and Future Trends (4 pages)
8. Closing Remarks (2 pages)

This structure ensures a logical and systematic progression through the essential
aspects covered in the tutorial, providing a clear roadmap for the audience.

4. Summary of the content to be covered
I - Introduction and motivation (3 pages)

In this section, we will explore the evolving concept of SmartNICs, delving into
a historical timeline of modern Network Interface Cards (NICs). The discussion will
include motivating use cases, as well as the performance requirements for upcoming ap-
plications, such as multi-sensory extended reality, brain-computer interfaces, and haptic
interaction.

These specialized network interface cards, equipped with programmable capabil-
ities, address the evolving challenges posed by modern data-intensive applications and



complex network environments (i.e., higher throughput/lower latency). SmartNICs play a
pivotal role in offloading and accelerating a multitude of tasks, ranging from networking
functions to non-networking workloads [Kianpisheh and Taleb 2023]. Furthermore, their
ability to process packets at the network edge can enhance overall system performance,
reduce latency, and optimize resource utilization. As the demand for flexible and efficient
network solutions continues to grow, SmartNICs emerge as a critical component, offering
a scalable and adaptable approach to meet the dynamic requirements of networking.

The evolution of NICs over the decades reflects the dynamic progression of net-
working technologies to meet the ever-increasing demand of computing systems. In the
1980s, NICs emerged as simple devices to enable computer connectivity to Ethernet net-
works, primarily utilizing coaxial cables and 10 Mbps Ethernet technologies. In the
1990s, NICs were adapted to support faster Ethernet speeds, reaching up to 1 Gbps,
and wireless NICs paved the way for mobile networks. In turn, it was in the 2000s
that the concept of offloading specific networking functions (e.g., TCP offloading such
as Generic Receive Offloading) to dedicated hardware marked a shift in network inter-
face development. With the surge of data center requirements, other features were de-
signed/offloaded to NICs (e.g, SR-IOV). The 2010s was characterized by the growth of
cloud computing, which established higher networking transmission rates such as 10-40
Gbps to address data center needs. Nowadays, NICs (or now SmartNICs) have evolved
to support network speeds that go beyond 100 Gbps, and incorporate programmable units
(e.g., FPGA, CPU/NPU) into the NIC pipeline. As computing environments faced esca-
lating demands from data-intensive applications and intricate network architectures, the
need for programmability and adaptability in network interfaces became increasingly ev-
ident. Advancements in programmable hardware, coupled with the paradigm shift toward
Software-Defined Networking (SDN), further propelled the evolution of SmartNIC tech-
nology.

At the end of this section, the reader will be motivated to deep dive into existing
SmartNIC technologies and the existing programming toolchains.

II - Fundamentals of SmartNICs (10 pages)

This section will provide a solid background on SmartNICs and on the Portable
NIC Architecture (PNA) [(PNA) 2023]. We will start with a broad overview of the net-
work packet processing pipeline in existing NICs. Then, we will cover the state-of-the-
art SmartNIC architectures: (i) Nvidia BlueField, (ii) Xilinx Alveo, and (iii) Netronome
NFP-4000.

As previously mentioned, NICs have evolved to support network speeds that
go beyond 100 Gbps, while incorporating programmable units. The hardware archi-
tecture necessary for achieving high-speed network packet processing requires a high
degree of parallelism to achieve performance scalability in NIC programs. To ad-
dress this, current programmable NICs rely on multiple hardware architectures in-
cluding: (i) ASIC (e.g., Netronome NFP); (ii) System-on-Chip (e.g., NVIDIA Blue-
Field); and (iii) FPGA (e.g., Xilinx Alveo). Our discussion in this section will fo-
cus on the refereed architectures, which play a central role in many scientific stud-
ies [Liu et al. 2019, Min et al. 2021, Schuh et al. 2021, Wei et al. 2023].

SmartNICs typically employ an alternative processing approach in comparison



to an ASIC switch (e.g., Tofino), wherein a packet is directed to a specific processing
engine following a run-to-completion model. For example, Nvidia BlueField adopts a
“disaggregated RMT” architecture [Chole et al. 2017]. In this design, a group of ASIC
packet engines handles header computation and retrieves match/action (MA) entries from
SRAM via a memory bus. In contrast, Netronome Agilio utilizes a collection of SoC-
based CPU cores for packet processing, with corresponding entries situated in a more
distant memory hierarchy [Xing et al. 2023]. In the case of multicore SmartNICs, packet
latency can vary based on the program structure, including factors such as the number
of Match/Action tables and their match types. Additionally, packets following distinct
execution paths within the same program may encounter varying levels of latency.

At the end of this section, the reader will have a clear understanding of the hard-
ware architectural elements that impact the performance of SmartNIC applications. Also,
they will be familiar with different programming models that fit the architectural charac-
teristics of each SmartNIC.

III - Software Ecosystem (4 pages)

In this section, we will present the existing software platforms to program, debug,
deploy, and manage applications into SmartNICs.

Although the P4 language has become the de facto language for data plane pro-
gramming, we have observed that programming SmartNICs still requires a substantial
effort from the research community to provide open programming standards and code
interoperability. Most of the SmartNIC vendors provide a P4 compiler (or transpiler).
However, we have witnessed that depending on the program logic we want to implement,
we are compelled to use P4 “externs” to fully use the computation power available in
SmartNICs. Therefore, the P4 code is usually used to program the “basic” pipeline be-
havior (i.e., parser/deparser, header definitions, match&action tables), while more CPU
(or memory) intensive tasks are left to P4 externs. As an example, the Netronome pro-
vides a Micro-C as an alternative to write externs, while NVIDIA introduced the DOCA
platform which extends the DPDK library in C language.

Apart from the existing differences in writing SmartNIC code to different hard-
ware platforms, each vendor has its way to compile, debug, and run the code in the target.
At the end of this section, the reader will have a broader view of what exists and what can
be used for each hardware platform.

IV – Performance Benchmarking (4 pages)

When designing applications for SmartNICs, it is well-known that achieving opti-
mal performance depends on complex tuning [Viegas et al. 2021, Xing et al. 2023]. Tra-
ditionally, this tuning is carried out in a target-specific manner by the SmartNIC compiler
or developer, employing diverse low-level programming optimizations such as C opti-
mizations for Nvidia BlueField and Micro-C for Netronome Agilio.

While P4 ASIC switch compilers guarantee performance and packet processing
operation at lines rate – as long as the P4 code fits into the hardware resources – Smart-
NICs usually do not have hard “constraints” (e.g., number of pipeline stages) and, there-
fore, require a more careful tuning process. Current SmartNIC architectures, as exempli-
fied by [Netronome 2020], typically do not impose constraints on the number of opera-



tions executed by the data plane within a single pipeline stage. For example, a SmartNIC
application might perform an unrestricted number of reads and writes to registers in a
specific stage of the packet processing pipeline. Additionally, the same application could
recirculate the ingress packet multiple times to simulate a loop-based mechanism. These
instances represent basic operations commonly employed by more complex applications,
such as those used in in-network clustering [Xiong and Zilberman 2019]. In an experi-
mental evaluation using the Netronome SmartNIC, Vegas et al. [Viegas et al. 2021] have
shown that the line-rate throughput is bounded by (i) the number of register operations
(up to 10 operations), (ii) the number of multiple match+action tables used in the pipeline
(up to 5), and (iii) the number of cryptography operations (up to 10).

At the end of this section, the reader will understand the performance limitations
of different SmartNICs to effectively design efficient data plane applications.

V - Commercial Products & Market Perspectives (2 pages)

In this section, we will discuss the SmartNIC market perspective. We will cover
the market share, adoption of existing SmartNICs, CAPEX/OPEX, and potential com-
mercial opportunities in this domain.

VI - Deep Diving into Real SmartNIC Use Cases: a Hands-on Approach (15 pages)

In this section, we will explore a range of SmartNIC use cases from a practical
perspective. We will cover three uses cases, one for each hardware platform, and, in all
of them, we will describe the entire SmartNIC programming process: coding, compiling,
debugging, deploying, and evaluating.

We expect to conduct a hands-on activity with at least one of the existing plat-
forms. We aim to provide remote access to servers and SmartNICs resources available
in the research groups in which the proponents of this proposal work (i.e., UNICAMP,
UNIPAMPA, UFRGS, UFSCAR, and RNP). Alternatively, depending on the availability
and logistics, we may bring a few servers to the conference. The other use cases will
be shown by the instructors either through remote access to servers or by pre-recorded
videos.

In all hands-on use cases, we will provide offline resources (via git repositories)
so that this tutorial can become a reference to other SmartNIC programmers in the future.

1. Netronome NFP4000: we will showcase a simple forwarding mechanism (e.g.,
IPv4) implemented in P4 and deployed in the Netronome SmartNIC. The idea is to
provide fundamental insights on the whole process, from P4 coding to deployment
and testing on the NIC. Additionally, we will also cover configuration aspects,
SRIOV (Single Root I/O Virtualization), instance control, and control plane setup.
This expansion will offer a more comprehensive and detailed understanding of the
environment and operations involved;

2. Nvidia BlueField-2: we will demonstrate the design and implementation of a C
language-based code written using the NVIDIA DOCA platform. The running
example aims to describe the basic functionalities of DOCA Flow module in the
BlueField-2 architecture. We will also dive into deployment features and testing.
The idea is to provide fundamental insights on the whole process, from C coding
to deployment, and testing.



3. Xilinx Alveo SN-1000: we will showcase the design and operation of a P4 code
following the Xilinx FPGA hardware architecture. We will explore the Xilinx
VitisP4 development framework to show simple P4 code prototyping, as well as
the design of FPGA externs.

4. Nvidia Connectx-5/6: we will demonstrate offload capabilities using different
frameworks (i.e. DPDK, RDMA, switchdev) that can be used for virtual switch
(i.e. Open vSwitch) and virtual router (i.e. VPP) hardware accelerations. We will
use resources from existing testbeds (i.e. NSF FABRIC, RNP Testbed Service) to
allow the replication of the experiments.

VII - Challenges and Future Trends (4 pages)

In this section, we will discuss existing challenges and future research trends in
the area of SmartNICs, including: (i) the absence of standardized P4/data plane specifica-
tions, (ii) limitations in troubleshooting; (iii) life-cycle orchestration of SmartNICs; (iv)
higher costs in comparison to traditional NICs; (v) potential delays in the implementa-
tion due to SmartNIC complexity and constrained programmability. These considerations
highlight the difficulties and trade-offs associated with incorporating SmartNICs into the
design of network architectures.

VIII - Closing Remarks (2 page)

This section will conclude the tutorial by summarizing the key takeaways learned
in the process of programming SmartNICs, and discuss potential research opportunities
within this domain.

As the demand for high-speed data processing continues to grow exponentially,
SmartNIC technology has paved the way for significant advancements in networking
and data processing for AI training and cloud computing. These specialized network
interface cards have proven to be instrumental in overcoming the challenges of modern
computing, enabling efficient data offloading, acceleration of critical tasks, and seamless
integration with the existing infrastructure. With ongoing research and development, we
can expect further innovations in SmartNIC technology, unlocking new possibilities and
driving the next wave of advancements in networking and data-driven applications.

Expected total pages: 40 - 45 pages
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