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Abstract
Network testers are essential for assessing network performance.
They are used to generate and capture test packets to evaluate the
network’s correctness and efficiency. However, evolving demands,
such as generating realistic, high-performance workloads, pose
challenges for existing solutions. In this demonstration, we present
P4 replay (P4R), a network tester based on a programmable switch
ASIC capable of reproducing real packet traces and establishing
high-performance stateful TCP connections. P4R can test external
clients and servers with high throughput and accuracy as well as
self-testing P4 applications running in parallel on the same device.

CCS Concepts
• Networks → Network experimentation; Network perfor-
mance analysis; Programmable networks.
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1 Introduction
The complexity of modern networks requires controlled traffic gen-
eration to accurately evaluate the efficiency and scalability [3, 13].
With the emergence of programmable networks, there is a growing
need for realistic traffic generation to simulate real-world scenar-
ios [6] accurately. The traffic generation tools should deliver ever-
increasing throughput performance, flexible and accurate control,
and precise time-stamping to time verification (i.e., latency, jitter).
Lately, switch-based approaches [2, 5, 14] have emerged to provide
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Figure 1: P4R configuration modes.
network testing at Tbps with precise control and time-stamping.
However, current solutions still have several limitations, particu-
larly in replicating real-world traffic patterns. While P4TG [5] and
PIPO-TG [2] support scripted traffic patterns, they do not support re-
producing real traffic captures and establishing stateful connections.
HyperTester [14] only supports it in a limited way (e.g., without
handshaking and flow control, just waiting for ACKs to send traffic),
in addition to requiring auxiliary CPU support to generate traffic
and not being open-source.

In this demo, we present P4 Replay (P4R) [12] as a high-end traffic
generation tool that overcomes limitations from state-of-the-art
Tofino-based traffic generators. P4R benefits from the Tofino traffic
generation capabilities to replicate real-world traffic patterns while
maintaining high performance and accuracy. The user/network
tester can use P4R to reproduce pre-captured traces (i.e., PCAPs)
and create stateful TCP connections at the Tofino line rate. P4R can
be used in three configuration modes (see Fig. 1): client, server, or
internal. In client mode 1 , P4R can reproduce PCAPs or establish
TCP connections with a connected server; in server mode 2 , P4R
responds to TCP connections from connected clients; and in internal
mode 3 , P4R can send packet traces or TCP connections to test
custom P4 code running in parallel, in another pipeline. Armed with
these features, P4R emerges as a powerful tool for realistic network
experimentation, implementing the most challenging features not
present in state-of-the-art Tofino-based traffic generators [2, 5, 14].

2 Motivation & Challenges
The current generation of programmable switches and 100-to-
400Gb network interface cards (NICs) [7, 8] are constantly reshaping
the network testers’ performance requirements. Generating traffic
at hundreds of Gbps per port is supported only by specific hard-
ware, solutions based on DPDK [4] and netmap [9], or solutions
based on programmable switches. While solutions based on specific
hardware and FPGA are expensive and inflexible, solutions based
on DPDK, such as Trex [11], depend on the associated CPU and
may require many cores to achieve the desired throughput.

These limitations have attracted attention to traffic generators
based on programmable switches [1, 2, 5, 14]. While these genera-
tors can produce Tbps of traffic with high precision, they struggle

122

https://doi.org/10.1145/3672202.3673743
https://doi.org/10.1145/3672202.3673743
https://doi.org/10.1145/3672202.3673743
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3672202.3673743&domain=pdf&date_stamp=2024-08-05


ACM SIGCOMM Posters and Demos ’24, August 4–8, 2024, Sydney, NSW, Australia Vogt.et al.

TG 

Con guration

Tables 
Con guration

Ports
Con guration

User 

Input

TCP

Tra c
PCAP

Tra c

TCP

Control

Packet 

Classi cation

Checksum

Validation
Checksum
Calculation

P4R

Code

PCAP

Con guration

State

Control

To no TG

Ingress
Packet size

Correction

Packet

Emmit

Genrated Files

Figure 2: P4R Architecture.

with replicating realistic traffic patterns. P4TG and PIPO-TG [2, 5]
only support the reproduction of simple traffic patterns, unable to
reproduce packet traces and stateful connections. HyperTester [14]
supports playback PCAPs with the limitation that they contain a
single flow and the reproduction of TCP flows only in a stateless
manner. More recently, Norma [1] proposed support for stateful
connections on programmable switch ASICs; however, Norma does
not support the reproduction of PCAP packet traces, works only in
client mode, and does not support testing a P4 code internally, in
addition to not providing open-source code.

Addressing the limitations of current network testers requires
tackling several design and implementation challenges to make
these features feasible in current programmable ASICs:
Limited memory. Current programmable ASICs have limited
memory, typically only dozens of MB, to store state information. To
replay PCAPs using just the ASIC (without an auxiliary CPU like
HyperTester), we need to fit the PCAP packet information within
this restricted memory. Similarly, all connection state information
for stateful connections must be stored in the registers.
Pipeline constraints. To test a parallel P4 code with the generated
traffic, we need to use just one pipeline for traffic generation and
control. Unlike Norma, which utilizes multiple pipelines for gener-
ating and controlling network traffic, we have fewer recirculation
ports, memory, and pipeline stages to implement our solution.

3 P4R Architecture & Implementation
P4R simplifies realistic and customized high-performance network
tests by allowing users to configure the traffic generator using a
user-friendly script. The script to define P4R traffic is Python-based,
similar to Scapy and other Python-based packet manipulators. P4R
auto-generates all necessary files from the defined traffic character-
istics to configure the switch and start the traffic generation. The
user inputs include the operation mode, traffic configurations, and
the user’s P4 code in the case of internal mode. P4R has the three
different configuration modes described below:
Client mode. P4R can instantiate clients to send traffic (i.e., packet
traces) or establish stateful TCP connections with external servers.
Server mode. P4R will act as a stateful TCP server (e.g., iperf) and
establish connections with multiple clients.
Internal mode. The traffic generated by P4R is internally routed
to a user’s P4 code running in parallel in another pipeline.

These three P4R modes can be used individually to reproduce
packet traces and establish stateful connections. Figure 2 illustrates
the P4R architecture and workflow. For the PCAP reproduction, the
user can only use the client and internal mode, and in addition to the

Table 1: P4R P4/TNA implementation approaches.
Task Implementation approach

Packet Generation Tofino’s native traffic generation unit, periodic/one-shot trigger
Throughput Definition Tofino port shaping or meters (user selection)
PCAP Reproduction Registers, table entries, and random payload
TCP Stateful Connection Registers to save connection states and template packets
Support for user P4 Code Multi pipeline support and recirculations
Packet Size Correction Tofino mirror extern to truncate the packets

desired PCAP file, the user can choose two playback modes: timed
and throughput. In the timed mode, the packets will be sent in order
concerning the timestamps in the file. In throughput mode, the
packets will be sent in the PCAP order, respecting the throughput
defined in the user input file. For the TCP stateful connections,
the user can select any of the three configuration modes and even
combine internal with client or server modes.

P4R uses the input traffic patterns to generate four configura-
tion files: (i) Tofino traffic generation, (ii) P4R P4 code, (iii) Tables,
and (iv) Ports. These files are used to configure and start running
the switch and Tofino’s native traffic generator. Furthermore, we
configured all the ingress pipeline tables and registers, which are
responsible for storing and controlling the states of active connec-
tions. This design enables the swapping of pipelines through the
traffic manager, allowing the generated traffic to be forwarded to
the pipeline containing the user’s P4 code. Table 1 summarizes the
tasks and implementation approaches.
Challenges. P4R only captures the headers of packet traces, which
are restricted to a maximum of 120 bytes and may not include all
packet protocols. Additionally, we only establish stateful connec-
tions with iperf, and we do not have a comprehensive analysis of
the true scalability of the number of connections supported by P4R.

4 Conclusions and Future Work
This demo shows how P4R contributes to the ecosystem of realistic
high-performance network testing. Using a programmable switch
ASIC, P4R can reproduce advanced traffic patterns, establish high-
throughput TCP connections, and be the first strategy to reproduce
packet traces using the ASIC capabilities. As an open-source, user-
friendly traffic generator, P4R provides a valuable tool for network
testing and advanced programmable networking research, enabling
self-testing P4-based solutions with our internal mode.
Futurework. First, we plan to formalize the performance and scala-
bility limits of the traffic generated by P4R.We also want to consider
the implementation of P4R in themost recently programmable ASIC
models like Tofino 2 and evaluate how this extends P4R capabilities.
Furthermore, we plan to include other features in P4R to support
different types of stress tests, such as SYN flood and microbursts,
and even analyze the feasibility of including the QUIC protocol
for stateful connections. Finally, we consider integrating our traffic
generator with the ASIC-based P7 network emulator [10], enabling
traffic generation, emulation of network topologies, and testing P4
codes on a single switch.
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