eZtunnel: Leveraging eBPF to Transparently
Offload Service Mesh Data Plane Networking

Arthur J Simas, Fabricio E Rodriguez Cesen, Christian Esteve Rothenberg
Universidade Estadual de Campinas (UNICAMP)
Campinas, Brazil
2249927 @dac.unicamp.br, f163682 @dac.unicamp.br, chesteve @dca.fee.unicamp.br

Abstract—Cloud-native applications, characterized by scalabil-
ity, resilience, and flexibility, adopt microservices architectures to
decompose applications into smaller, independently manageable
services. Although microservices offer significant benefits, this
architectural approach introduces challenges in service-to-service
communication, commonly relying on advanced orchestration
and communication frameworks such as Kubernetes and Istio,
respectively. However, the added complexity imposes substantial
overhead by introducing longer packet processing paths. This
paper discusses performance bottlenecks arising from service
meshes and proposes eZtunnel to address some of the identified
challenges. Leveraging extended Berkeley Packet Filter (eBPF) to
transparently offload networking traffic, the elongated network
path is bypassed, optimizing resource utilization and enhancing
application performance. Experiments show that eZtunnel can
reduce median latency over 20% and jitter to almost 10%.

Index Terms—Service Mesh, Kubernetes, eBPF, Offloading

I. INTRODUCTION

In the rapidly evolving landscape of cloud computing,
the adoption of cloud-native technologies represents a
fundamental shift in how applications are developed, deployed,
and managed [1], [2]. These applications are commonly based
on microservices architectures to make the most of cloud
environments’ scalability, resilience, and flexibility.

To manage a large number of microservices, Kubernetes and
a service mesh are often used to, respectively, (i.) orchestrate
containerized applications across diverse environments [3]
and (ii.) provide advanced inter-service communication
features, such as service discovery, load balancing, encryption,
authorization, and observability [4].

Service meshes often implement the sidecar deployment
mode, which injects a proxy beside each service. This
mode dramatically degrades performance, particularly when
the Kubernetes cluster orchestrates many services [5], [6].
To overcome this problem, some service mesh proposals
introduce the concept of a per-node shared agent [7]. However,
both deployment modes present increased overheads due to
a longer communication path. As highlighted in Fig. 1, it
may result in higher latency and CPU consumption, ultimately
degrading the Quality of Service (QoS) [5].
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Figure 1: Measurements of latency and CPU overheads caused
by using Istio Service Mesh compared to the baseline scenario
without a service mesh. The Hotel Reservation [8] and Online
Boutique [9] applications were used as workload under three
different queries. Adapted from [5].

The root cause of this issue is the excessive traversals of the
kernel network stack caused by the use of middleware between
services, which results in inefficient resource usage [6].

To this end, we propose a transparent offloading technique
to enable efficient communications in service meshes,
independent of the proxy deployment mode (sidecar or per-
node shared agent). Our proposal leverages the extended
Berkeley Packet Filter (eBPF) as the key technology to address
and mitigate the problem. This approach involves deploying
eBPF programs to intercept and redirect packets at the kernel
level, bypassing the kernel network stack. Our experiments
show that, compared to the default setup of a well-known
service mesh, Istio [4], we can reduce request latency by up
to 21.35% and jitter by 9.78%. In summary, the following are
the key contributions of this paper:

« We investigate the state-of-the-art service mesh offloading
to find open gaps and improvement opportunities;

e« We present a transparent offloading method based on
eBPF to improve microservice communication in diverse
service mesh environments;



o We conduct an experimental evaluation of our implemen-
tation on a testbed deployed with Kubernetes and Istio to
assess our approach’s potential to alleviate service mesh
overheads.

The remainder of this manuscript presents the background
and related works (Section II), the proposed offloading strategy
design and implementation (Section III), and its respective
experimental results (Section IV). Finally, we conclude and
discuss the future work (Section V).

II. BACKGROUND AND RELATED WORK

In this section, we introduce the background of service
meshes, the ambient mesh alternative, and eBPF, then relate
our work to the prior efforts found in the literature.

A. Service Mesh

The granularity and dynamism of microservices introduce
challenges in service-to-service communication, security, and
observability [10]. To address these complexities in cloud-
native applications, service meshes have been introduced.

A service mesh, usually implemented with sidecars
(i.e. proxies alongside each service instance), provides a
dedicated software layer for handling advanced inter-service
communication features without altering the application code.
Fig. 2 presents a typical design of a service mesh.

Figure 2: Sidecar-based service mesh architecture.

B. Ambient Mesh

The majority of service mesh data plane implementations
use sidecars. Deploying a sidecar per-service results in
underutilization of resources across the cluster as the number
of services increase. The per-node shared agent design, called
ambient mesh in Istio, aims to address this issue [7].

As shown in Fig. 3, a shared agent detaches the growing
relation between service and sidecar count, allowing the
Kubernetes cluster to schedule more services without incurring
performance penalties due to an injected proxy per service.
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Service Mesh Data Plane

Figure 3: Per-node shared agent service mesh architecture.

C. eBPF - extended Berkeley Packet Filter

The eBPF technology enables a safe and efficient execution
of custom programs within the Linux kernel, extending its
capabilities without recompiling the kernel [11].

There are different eBPF program types available, each
specific for a given aspect of the kernel. They can be attached
to various pre-defined hooks, including syscalls, function entry
or exit, tracepoints, network events, and custom hook points.

This flexibility makes diverse use cases possible, notably
in networking. It can be used to perform packet filtering,
manipulate network traffic, and monitoring, allowing real-time,
low-latency processing of network packets without forwarding
them to user-space processes.

In this regard, eBPF Maps allow programs to exchange data,
which are key-value data objects stored in-kernel. User-space
programs are also allowed to access these kernel structures.

D. Prior work

The landscape of network offloading is rapidly evolving,
driven by the need to enhance the performance, security, and
scalability of Kubernetes and other cloud environments.

Within this context, various approaches have been explored
to optimize networking and reduce overheads. X-IO [12],
a high-performance I/O interface, aims to eliminate kernel
networking overheads and contention of microservices using
shared memory processing. Although it offers a 2.8~4.1x
latency improvement, it requires changes to the application
code and is unable to run alongside a service mesh, lacking
many benefits provided by it.

Another proposal, SPRIGHT [13], a serverless framework,
makes use of shared memory and eBPF to improve
the scalability of the data plane. It exhibits competitive
performance results of 53 x latency reduction and 27x CPU
usage savings compared to Knative. Despite that, it also suffers
from the lack of service mesh features.

As an alternative, Cilium [14], a sidecar-free service mesh,
heavily uses eBPF to implement its features. The downside
is that it requires the usage of its own Container Network
Interface (CNI). In this sense, clusters deployed with other
CNIs cannot use Cilium.

Finally, [6] presents a network optimization based on eBPF
to bypass the kernel network processing. The work improves
request latency by up to 21% for 90% of requests. Still, it only
works for Istio in sidecar mode.

Compared to related work, our eZtunnel proposal offers
a better approach to optimize service mesh data plane
networking. It works with the newest service mesh proposals,
like ambient mesh, offloads the network transparently, and
does not require redeployment of the cluster.

III. EZTUNNEL: DESIGN AND IMPLEMENTATION

This section presents eZtunnel, a transparent service mesh
data plane networking offload using eBPF. We introduce the
architecture overview, the design, and the implementation.
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Figure 4: Packet path of a per-node shared agent service mesh
with and without our proposed solution.

A. Architecture Overview

The core problem we aim to address is the excessive
traversal of the kernel network stack. Fig. 4a depicts the
packet’s path from a client to a server process in a shared
agent-based service mesh environment.

Initially, a message is written to socket (1). It traverses
the network stack down to the network interface, where a
virtual bridge forwards the packet to the respective interface
of the agent’s pod. It then traverses again the network stack,
and socket (2) delivers the message to the process. The same
process is repeated from socket (3) to socket (4) to send the
response back from the server to the client.

Our design to shorten the packet’s path involves a socket
redirection mechanism based on eBPF, as illustrated in Fig. 4b.
Instead of traversing the network stack, network interfaces,
and virtual bridges, as the packet is written to the socket, it is
directly redirected to the other socket’s end and delivered to the
process, entirely bypassing the intermediary kernel network
processing. This mechanism works regardless of the service
mesh deployment mode (e.g., sidecar-based or per-node agent).

B. Design

To route messages between sockets and skip the Linux
network stack, sockets must first be captured, stored, and
monitored for messages.
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Figure 5: Socket redirection workflow using eBPF.

A SockOps program is attached to cgroups, which responds
to socket events (e.g., socket established). It allows us to
change socket parameters and opportunistically store them in
an eBPF Map [15]. eBPF provides a variety of Maps, including
SockHash, which we use to store sockets in a hash table with
a user-defined key.

A SkMsg program is attached to SockHash to handle
messages sent through one of the stored sockets, i.e. when
‘sendmsqg’ and ‘sendfile’ syscalls are executed on sockets
that are part of the Map the SkMsg program is attached to.

Fig. 5 exemplifies the workflow. (1) When the server socket
is created, it is captured by SockOps program and @ stored
in SockHash Map. (2) The client socket is also captured and
(3) stored in the Map. (4) When a message is written to the
socket, (5) the SkMsg program attached to the Map is triggered
and (6) redirects it to the corresponding socket, (7) delivering
it to the server process.

C. Implementation

The implementation is based on the aya library [16], an
eBPF library built entirely in Rust. It offers a compile-once,
run-anywhere solution independent from the Linux distribution
or kernel version. The compilation process uses cargo, and the
crates bpf-linker and bindgen-cli. When the user-space code
is executed, the compiled eBPF program is loaded into the
kernel without requiring additional tooling.

IV. EXPERIMENTATION EVALUATION

In this section, we present the experimental settings, metrics
of interest, and results obtained from our implementation.

A. Testbed setup

a) Server Specifications: The server used to run the
experiments has the following settings:

o« CPU: AMD Ryzen 7 4700U, base clock 2 GHz, boost
clock up to 4.1 GHz, 8 cores, 8 threads;

« RAM: 2x 8 GB, DDR4, 2667 MHz;

o Swap Memory: 22 GB;

o Storage: SSD NVMe 256 GB;

¢ Operational System: Fedora 36;

o Kernel: Linux 6.2.15, cgroup2 enabled.



Scenario
I Baseline
[ Optimization

No Service Mesh -

Mode

Ambient Mesh -

200 300 400 500 600 700
Latency (ps)

Figure 6: Latency distribution plot.

Table I: Latency quartiles values summary

Latency

[ Mode | Scenario [[ P25 (us) [ p50 (us) [ p75 (us)

No Service | Baseline 443.98 481.83 529.71

Mesh Optimization 368.61 399.15 452.57
(-16.98%)| (-17.16%)| (-14.56%)

Ambient Baseline 442.69 485.82 537.12

Mesh Optimization 351.51 382.10 423.66
(-20.60%)| (-21.35%)| (-21.12%)

b) Kubernetes Cluster: The cluster is composed by a
single node, running Kubernetes v1.29.2.

c) Service Mesh: We setup the Kubernetes Cluster
with the Istio Service Mesh v1.21.2. Istio supports both
sidecar (default) and per-node shared agent (ambient mesh)
deployment models.

B. QoS Metrics

Our experiment observed three QoS metrics: latency, latency
variation, and jitter:

a) Latency: To capture network delay, we measure the
difference between the time the packet was sent and the time a
response was received. This metric is also called ‘Round-Trip
Time latency’ (RTT latency).

b) Latency variation: It captures the absolute difference
between subsequent latency measurements.

c) Jitter: This metric is derived from network latency,
defined by the average deviation from network mean latency.

C. Results

The benchmark results were produced using a workload
consisting of a client and a server pod, sending requests in
intervals of 100 milliseconds. We ran the workloads without
the service mesh and with ambient mesh deployment mode.

Observing the latency plotted in Fig. 6, we can find
a significant improvement when enabling the zTunnel
optimization. The p75 latency in the optimized scenario is
slightly near or below the p25 latency in the baseline. This
represents a latency reduction of up to 21.35%. The values
summary is presented in Table I. This reduction indicates that,
even under higher load scenarios, three-quarters of all requests
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Figure 7: Latency variation distribution plot.

Table II: Jitter values summary

[ Mode | Scenario [[ Jitter (us) |
No Service | Baseline 83.25
Mesh Optimization 80.86

(-2.87%)
Ambient Baseline 88.44
Mesh Optimization 79.79

(-9.78%)

are now processed as quickly as the fastest one-quarter of
requests were handled before the optimization.

We also analyze jitter to assess the impact of our
optimization on latency stability. As observed in Fig. 7, latency
variation quartiles are consistently lower than the baseline,
and jitter decreased by as low as 9.78%, as in Table II.
This reduction in jitter underscores our solution’s ability to
enhance network performance predictability and reliability
without introducing instability.

The experimental outcomes presented in this section assert
the viability of eZtunnel to significantly enhance networking
performance in service meshes, reducing latency, jitter, and
maintaining system stability.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we propose eZtunnel, a transparent offloading
solution for shortening the communication path in cloud-native
environments running a service mesh deployment. Using eBPF
allows for substantially improving communication QoS and
application performance. The results of our experimental
evaluation in an Istio deployment show promising outcomes.
Using our offloading solution, we achieved a significant
21.35% latency improvement. Furthermore, eZtunnel reduced
jitter by up to 9.78%.

Future work seeks to expand the testing benchmark to
multi-node cluster configurations, monitor additional metrics,
and add more workloads, such as those from 5G core and
user plane functions [17]. Additionally, we will demonstrate
the support for other service meshes and assess the security
implications of bypassing the kernel network stack in complex
environments.



SUPPLEMENTARY MATERIAL

Code repository and benchmark results of this research are
available at: github.com/smartness2030/eztunnel
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